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Abstract

Stability of different axially symmetric modes of current transfer in dc glow discharges is investigated in the framework of the linear stability theory with the use of Comsol Multiphysics software. Conditions of current-controlled microdischarges in xenon are treated as an example. Both real and complex eigenvalues have been detected, meaning that perturbations can vary with time both monotonically and with oscillations. In general, results given by the linear stability theory confirm intuitive concepts developed in the literature and conform to the experiment. On the other hand, suggestions are provided for further experimental and theoretical work.

1. Introduction

Investigation of stability of stationary configurations is particularly important in cases where different configurations are possible and one needs to determine which of them can be realized. Such is the case with current transfer to cathodes of dc glow and arc discharges. It was known long ago that current transfer to glow cathodes can occur in the abnormal mode and in the normal mode, e.g. [1]. Modes with more than one spot have been observed on cathodes of non-self sustained dc glow discharges [2–4] and in dc glow microdischarges [5–9]. A diffuse mode and a mode with a spot occur on cathodes of high-pressure arc discharges ([10, 11]; see [12] for further references).

It was hypothesized quite some time ago [13–15] that different modes of current transfer to cathodes of dc arc and glow discharges are described by multiple steady-state solutions that should exist at the same discharge current. Note that the existence of multiple steady-state solutions is an inherent feature of the theory of nonlinear dissipative systems admitting stationary self-organized patterns. Over the last decade, such multiple solutions have been computed in the theory of current transfer to cathodes of high-pressure arc discharges (e.g. review [16]) and have served as a basis of the generally accepted theory. Recently, such multiple steady-state solutions were computed also for dc glow discharges [17, 18] and were found to describe both the normal mode and modes with multiple spots similar to those observed in dc glow microdischarges [5–9].

The patterns of multiple steady-state solutions found for dc glow discharges and for cathodes of high-pressure arc discharges are similar in many aspects [19]. In particular, the theory indicates that in both cases current is distributed over the cathode surface more or less uniformly at higher currents and is localized in one or more regions (spots) occupying only a fraction of the cathode surface at lower currents. This is indeed what is observed in the experiment; note that the diffuse and spot modes on arc cathodes represent analogues of the abnormal and normal modes on glow cathodes.

However, the patterns of modes observed in the experiment on glow and arc cathodes have also important differences: modes with more than one spot observed on glow cathodes have not been observed on arc cathodes; axially symmetric current distributions on planar circular cathodes have not been observed on arc cathodes but seem to have been observed in glow discharges (the upper-left image in figure 3 of [5] and the middle image in figure 4 of [9]). Given that the patterns of multiple steady-state solutions are similar, one should presume that these differences are caused by substantially different properties of stability of these solutions. There is another experimental fact supporting this hypothesis: temporal oscillations of the discharge voltage can develop in the course of transition from the Townsend discharge to the normal mode of glow discharge (e.g. [20–22]), while
no such oscillations nor oscillations of luminosity of the cathode surface have been observed in high-pressure arcs. It is interesting to note for comparison that no observations have been reported of oscillations in the course of transitions both from the abnormal mode of glow discharge to the normal mode or a mode with multiple spots and from the diffuse mode on a high-pressure arc cathode to the spot mode.

Main features of stability of current transfer to arc cathodes have been investigated in the framework of the linear stability theory both analytically [23] and numerically [24]. On the other hand, no investigations of stability of dc glow discharge on the whole have apparently been reported, although there are many works dedicated to investigation of stability of the positive column (e.g. books [1, 25], papers [26, 27] are further examples); one should mention also an investigation of stability of 1D Townsend discharge against 1D perturbations [20]. In part, this is explained by the fact that most researchers working in the field compute steady-state solutions by means of simulating temporal evolution of the discharge with the use of a non-stationary code: one could think that temporal evolution cannot lead to an unstable steady state and therefore all stationary solutions obtained by means of a non-stationary code are stable. However, the latter is only true with respect to perturbations having the same symmetry to which the code is adjusted. For example, an axially symmetric (2D) steady-state solution calculated by means of a non-stationary 2D code is stable against 2D perturbations but is not necessarily stable against 3D perturbations, which are frequently the most dangerous ones.

An adequate tool for investigation of stability of stationary configurations is the linear stability theory. In addition to indicating whether a given stationary state is stable or unstable, this theory allows one to find states where one of the perturbation modes is stationary. Such states represent points of bifurcation of steady-state modes and play an important role in computing [17, 18] and understanding [19] different modes of operation of dc glow discharges. The Comsol Multiphysics software is a convenient tool for numerical solution of the eigenvalue boundary-value problem appearing in the framework of the linear stability theory. For example, this software was successfully employed for investigation of stability of current transfer to arc cathodes [24].

This paper is concerned with a numerical investigation of stability of axially symmetric steady-state modes of dc glow discharges in the framework of the linear stability theory with the use of Comsol Multiphysics, the principal objective being to find out main features of stability of dc glows as predicted by the linear stability theory and compare them with the common knowledge based on the experiment and intuitive considerations (e.g. [1]). Points of bifurcation of steady-state modes are calculated as well. Calculation results are given for conditions of current-controlled microdischarges in xenon.

The outline of the paper is as follows. A mathematical model is introduced in section 2. Relevant aspects of numerical solution with the use of Comsol Multiphysics are discussed in section 3. Numerical results on stability of different 2D steady-state modes are given and analysed in sections 4 and 5. Concluding remarks are given in section 6.

2. The model

Self-organization in cold glow and glow-like gas discharges is usually simulated by means of a basic glow discharge model assuming a single ion species, direct electron impact ionization, secondary electron emission by ion impact and electron kinetic and transport coefficients being functions of the local electric field. It was shown that this model can reproduce many features observed experimentally and allows one to understand pattern formation in DBDs [28–31] and dc glow discharges [17, 18], formation and propagation of filamentary plasma arrays in high-power microwave breakdown at atmospheric pressure [32, 33]. In [34], self-organized patterns on dc glow cathodes have been studied by means of a more realistic model of dc glows, which is in the spirit of models usually employed for detailed simulation of microdischarges in the absence of self-organization [35–40] and which accounts for two ionic species, several ionization channels, non-equilibrium population of excited states and comprises an energy equation for the electrons with appropriate boundary conditions (similar to those [41]). It was found that the effect of chemistry and non-locality of electron kinetic and transport coefficients does not cause qualitative changes in self-organization, which explains why the use of the basic model in simulations of self-organization has been successful. The basic model is used also in this work.

2.1. System of equations

The system of equations comprises equations of conservation of a single ion species (molecular ions) and the electrons, transport equations for the ions and the electrons written in the drift–diffusion local-field approximation and the Poisson equation:

$$\frac{\partial n_i}{\partial t} + \nabla \cdot \mathbf{J}_i = w, \quad J_i = -D_i n_i - \mu_i e \nabla \phi, \quad (1)$$

$$\nabla \cdot \mathbf{J}_e = 0, \quad J_e = -D_e n_e + \mu_e e \nabla \phi, \quad (2)$$

$$\varepsilon_0 \nabla^2 \phi = -e(n_i - n_e), \quad (3)$$

where

$$w = n_e \alpha E - \beta n_i n_e. \quad (4)$$

Here $n_i$, $n_e$, $J_i$, $J_e$, $D_i$, $D_e$, $\mu_i$ and $\mu_e$ are number densities, densities of transport fluxes, diffusion coefficients and mobilities of the ions and electrons, respectively, $\alpha$ is Townsend’s ionization coefficient, $\beta$ is the coefficient of dissociative recombination, $\psi$ is scalar potential, $E = | \nabla \psi |$ is modulus of the electric field, $\varepsilon_0$ is the permittivity of free space, $\varepsilon$ is the elementary charge, and $t$ is time.

The only non-stationary term in the above system of equations appears in the equation of conservation of the ions, first equation in (1), and the electric field is expressed in terms of scalar potential without involving the vector potential. These approximations are justified if stability of the discharge is governed by perturbations with frequency (or growth rate) of the order of the inverse characteristic time of ion drift, $\tau_i^{-1}$. (The characteristic time of ion drift may be defined in the simplest case as $\tau_i = h^2 / \mu_i^{(0)} U^{(0)}$, where $h$ is the interelectrode
gap, \( U \) is the discharge voltage and the upper index (0) denotes a characteristic value. \( \tau \) is of the order of 1 \( \mu \)s under conditions of interest for this work.

One of the channels of development of perturbations in the discharge, namely, perturbation of the electric field by perturbations of the ion density, is effectively switched off on frequencies substantially higher than \( \tau^{-1} \), where the ion density is not perturbed. Therefore, one can expect that the enhancement of perturbations on frequencies substantially exceeding \( \tau^{-1} \) is indeed less likely than that on frequencies of the order of \( \tau^{-1} \). In order to check this reasoning, calculations have been performed with account of the non-stationary terms both in the ion and electron conservation equations, although still neglecting perturbation of the electric field due to perturbations of the vector potential. It has been found that the account of the non-stationary term in the electron conservation equation results in appearance of a high-frequency part of the spectrum; the spectrum of perturbations with frequencies of \( \tau^{-1} \) is not affected appreciably and it is these perturbations that can be growing, in agreement with the above reasoning. Note that computation of a spectrum containing a high-frequency part by means of an approach described below and based on the Comsol Multiphysics software requires significantly more computer time.

It will be convenient for the purposes of this work to rewrite the first equations in (1) and (2) in the following form:

\[
\frac{\partial n}{\partial t} - \nabla \cdot (D \nabla n) - \nabla (\mu \nabla \mu n) + \frac{e}{\varepsilon_0} \mu \varepsilon n_i (n_i - n_e) = w, \tag{5}
\]

\[
- \nabla \cdot (D \nabla n_e) + \nabla (\mu_e \nabla n_e) \cdot \nabla \varphi = \frac{e}{\varepsilon_0} \mu_e n_e (n_i - n_e) = w. \tag{6}
\]

Numerical results reported in this work refer to a discharge in xenon under the pressure of 30 Torr. The transport and kinetics coefficients are the same as in [17]; in particular, constant values are assumed for the transport and dissociative recombination coefficients.

2.2. Boundary conditions

Numerical results reported in this work refer to a microdischarge in a cylindrical tube of a radius \( R = 1.5 \text{ mm} \) and of a height \( h = 0.5 \text{ mm} \) with metal electrodes. Let us introduce cylindrical coordinates \((r, \phi, z)\) with the origin at the centre of the cathode and the \( z \)-axis coinciding with the axis of the tube. Boundary conditions at the cathode \((z = 0)\) and anode \((z = h)\) are written in the conventional form

\[
z = 0: \quad \frac{\partial n_i}{\partial z} = 0, \quad J_{i0} = -\gamma J_{i0}, \quad \varphi = 0; \tag{7}
\]

\[
z = h: \quad n_i = 1, \quad \frac{\partial n_e}{\partial z} = 0, \quad \varphi = U. \tag{8}
\]

The subscripts \( z \) and \( r \) here and further denote axial and, respectively, radial projections of corresponding vectors. The meaning of these boundary conditions is well known: diffusion fluxes of the attracted particles are neglected compared with drift; the normal flux of the electrons emitted by the cathode is related to the flux of incident ions in terms of the effective secondary emission coefficient \( \gamma \), which is assumed to characterize all mechanisms of electron emission (due to ion, photon and excited atom bombardment); density of ions vanishes at the anode; electrostatic potentials of both electrodes are given.

The following boundary conditions are applied at the (dielectric) wall of the tube:

\[
r = R: \quad e(J_{i0} - J_{e0}) - \varepsilon_0 \frac{\partial^2 \varphi}{\partial t \partial r} = 0, \quad n_i = n_e = 0. \tag{9}
\]

These boundary conditions are similar to those used by other authors (e.g. [42, 43]). The first boundary condition means zero of the radial component of the total electric current density, which implies neglect of the radial component of the displacement current inside the dielectric wall. The second boundary condition is written under the assumption that all ions and electrons coming to the wall are absorbed, with eventual neutralization and return of the appearing neutral atoms into the plasma.

The discharge is assumed to be current-controlled. Therefore, the discharge current or, equivalently, the average density of net electric current in the direction from anode to cathode,

\[
\langle j \rangle = -\frac{1}{\pi R^2} \int_0^{2\pi} \int_0^R e(J_{i0} - J_{e0}) - \varepsilon_0 \frac{\partial^2 \varphi}{\partial t \partial z} r \, dr \, d\phi, \tag{10}
\]

is treated as a given parameter. Accordingly, the discharge voltage \( U \) is found in the course of simulations.

The above problem, when applied to treatment of stationary states, admits an axially symmetric (2D) solution, \( F = F(r, z) \) (here \( F \) is any of the quantities \( n_i, n_e, \varphi \)) which exists at all discharge currents. This solution is designated the fundamental mode. Under certain conditions, the problem also admits other 2D solutions, which exist in a limited current range and represent a closed loop, and 3D solutions, which also exist in a limited current range. In this work, stability is studied of 2D steady states belonging to both fundamental and non-fundamental modes.

2.3. Eigenvalue problem describing stability

Perturbations of 2D stationary states can be 2D or 3D. In the framework of the conventional formalism of the linear stability theory, a solution to the problem (5), (6), (3), (4), (7)–(10) is sought as sum of a steady-state solution and small perturbations with exponential time dependence. Taking into account that the 3D perturbations are harmonic with respect to the azimuthal angle \( \phi \), one can write

\[
n_{i,e}(r, \phi, z, t) = n_{i,e0}(r, z) + e^{\lambda t} n_{i,e1}(r, z) \cos m \phi + \cdots, \tag{11}
\]

\[
\varphi(r, \phi, z, t) = \varphi_0(r, z) + e^{\lambda t} \varphi_1(r, z) \cos m \phi + \cdots, \tag{12}
\]

\[
U(t) = U_0 + e^{\lambda t} U_1 + \cdots. \tag{13}
\]
Here the first term on the right-hand side (rhs) of each expansion represents a solution describing the stationary state stability which is being studied, the second term represents a perturbation of this state, $\lambda$ is the rate of growth of the perturbation and $m = 0, 1, 2, \ldots$. If $m = 0$, the perturbation being considered is 2D. If $m = 1, 2, \ldots$, the perturbation is 3D with period in $\phi$ equal to $2\pi/m$.

Substituting expansions (11)–(13) into equations (5), (6), (3), (4), boundary conditions (7)–(9) and equation (10), linearizing, and equating linear terms, one obtains

$$\lambda n_1 - D_e \nabla^2 n_1 + D_e \left( \frac{m}{r} \right)^2 n_1$$

$$- \mu_i \left( \nabla n_1 \cdot \nabla \phi_0 + \nabla n_0 \cdot \nabla \phi_1 \right) + \mu_i \frac{\epsilon}{\epsilon_0} \left[ n_1 (n_0 - n_{e0}) + n_0 (n_1 - n_{e1}) \right] = w_1,$$  \hspace{1cm} (14)

$$-D_e \nabla^2 n_1 + D_e \left( \frac{m}{r} \right)^2 n_1 + \mu_e \left( \nabla n_1 \cdot \nabla \phi_0 + \nabla n_0 \cdot \nabla \phi_1 \right)$$

$$- \mu_e \frac{\epsilon}{\epsilon_0} \left[ n_1 (n_0 - n_{e0}) + n_0 (n_1 - n_{e1}) \right] = w_1,$$  \hspace{1cm} (15)

$$-\nabla^2 \phi_1 + \left( \frac{m}{r} \right)^2 \phi_1 = \frac{\epsilon}{\epsilon_0} \left( n_1 - n_{e1} \right);$$  \hspace{1cm} (16)

$$z = 0: \quad \frac{\partial n_1}{\partial z} = 0,$$

$$-D_e \frac{\partial n_1}{\partial z} + \mu_e \left( n_1 \frac{\partial \phi_0}{\partial z} + n_0 \frac{\partial \phi_1}{\partial z} \right)$$

$$= \gamma \mu_i \left( n_1 \frac{\partial \phi_0}{\partial z} + n_0 \frac{\partial \phi_1}{\partial z} \right), \quad \phi_1 = 0;$$  \hspace{1cm} (17)

$$z = h: \quad n_1 = 0, \quad \frac{\partial n_1}{\partial z} = 0, \quad \phi_1 \cos m\phi = U_1;$$  \hspace{1cm} (18)

$$r = R: \quad e \left( -D_e \frac{\partial n_1}{\partial r} + D_e \frac{\partial n_1}{\partial r} \right) - \epsilon_0 \frac{\partial \phi_1}{\partial r} = 0,$$

$$n_1 = n_{e1} = 0;$$  \hspace{1cm} (19)

$$\delta m 0 \int_{0}^{R} e \left( -D_e \frac{\partial n_1}{\partial z} - \mu_e n_1 \frac{\partial \phi_0}{\partial z} - \mu_e n_0 \frac{\partial \phi_1}{\partial z} \right)$$

$$- \epsilon_0 \lambda \frac{\partial \phi_1}{\partial z} \bigg|_{z=0} d r = 0.$$  \hspace{1cm} (20)

Here

$$w_1 = \mu_e \left[ n_1 \alpha \bigg|_{E_0} E_0 + n_{e0} \frac{d(aE)}{dE} \bigg|_{E_0} \nabla \phi_0 \cdot \nabla \phi_1 \right]$$

$$- \beta \left( n_1 n_{e0} + n_{e0} n_1 \right).$$  \hspace{1cm} (21)

It should be stressed that although equations (14)–(16) are written in terms of $\nabla$, there are no azimuthal derivatives in these equations since $n_1, n_{e0}, n_{e1}, \text{etc}$ are functions only of $r$ and $z$. Equation (20) reflects the assumption that the discharge current is maintained unperturbed by the external circuit (the limiting case of a very high ballast or, equivalently, a current-controlled discharge) and Kronecker delta $\delta_{m0}$ on the left-hand side (lhs) originates in integration over $\phi$. For definiteness, the discharge current is evaluated at the anode.

In the case $m \neq 0$, equation (20) is satisfied trivially: perturbations which are harmonic in $\phi$ do not perturb discharge current. On the other hand, the last boundary condition in (18) cannot be satisfied in the case $m \neq 0$ unless both sides vanish. Therefore, the last boundary condition in (18) in the case $m \neq 0$ is equivalent to two relations: $\phi_1 (r, h) = 0, U_1 = 0$.

Equations (14)–(21) represent a linear eigenvalue problem, $\lambda$ being the eigenvalue. By means of solving this problem for a given $m$, one will determine a set of eigenvalues $\lambda$ (spectrum) associated with this $m$. By means of repeating this procedure for each $m$ and joining the obtained spectra, one will find the whole spectrum of the stationary state being treated.

3. Numerical solution with Comsol Multiphysics

Commercial software Comsol Multiphysics also provides, in addition to stationary and non-stationary solvers, a powerful eigenvalue solver, which may be used for investigation of stability of stationary solutions. However, this requires a certain amount of care, as experience of investigation of stability of current transfer to thermionic cathode of high-pressure arc discharges [12, 24, 44] has shown.

A straightforward approach is to introduce the non-stationary equations of section 2.1 in the 3D geometry and then invoke for each value of the discharge current first the stationary solver, thus finding a solution describing the steady state corresponding to the current value being considered, and then the eigenvalue solver, thus finding spectrum of perturbations of this steady state.

Another approach consists in introducing the steady-state problem and the eigenvalue problem for perturbations separately. Of course, this approach requires more effort, because it involves a manual derivation and introduction of the perturbation problem instead of letting Comsol generate it. One of the advantages of this approach is the possibility of treating cases where the stationary state and its perturbations possess different symmetries; for example, this approach allowed an investigation of stability of 3D stationary states on axially symmetric cathodes of high-pressure arc discharges, which possess planar symmetry, against antisymmetric perturbations [44]. Another advantage appears in cases where the steady state is axially symmetric: it is natural to formulate the perturbation problem in 2D, as was done in section 2.3, and solve both the stationary and eigenvalue problems in the 2D geometry. In addition to a dramatic reduction in RAM and CPU time, this results in the elimination of difficulties originating in an extreme sensitivity of results of 3D stability calculations with respect to details of the steady state in the vicinity of the axis of symmetry [12].

The approach employed in this work for investigation of stability of axially symmetric stationary glow discharges may be viewed as a combination of the two above approaches. Terms involving derivatives with respect to $\phi$ on the lhs of each of equations (5), (6) and (3) are replaced with the following terms, respectively: $D_e (m/r)^2 n_1$, $D_e (m/r)^2 n_e$ and $(m/r)^2 \psi$. Note that these terms are similar to those present in equations (14)–(16). The resulting non-stationary equations are introduced in Comsol as in the first above-described approach, but in the 2D geometry rather than in 3D. One sets
m = 0 before invoking the stationary solver and changes m to a desired value before invoking the eigenvalue solver. This approach offers the advantages of the second above-described approach while not requiring a manual introduction of the perturbation problem.

Note that when implemented on the same numerical mesh in Comsol Multiphysics versions 3.5a and 4.0a, the second above-described approach gives spectra which do not agree between themselves for some discharge currents in the case m \neq 0. Although considerable effort has been invested, this problem remained unsolved. On the other hand, spectra given by the third approach under both versions agree between themselves and also with the spectra given by the second approach under Comsol 3.5a.

In general, calculation of perturbations requires a more refined mesh than a calculation of stationary states: typically, from 2400 to 11 000 finite elements were necessary, depending on degree of non-uniformity of the state. Calculation of perturbations of a stationary state took from 5 s to 30 min on a PC with a 3.2 GHz processor, depending on the order of magnitude of the value around which the spectrum is being sought (higher orders require more computer time), and on the number of eigenvalues that need to be found in order to make sure that the one with the biggest real part has not been missed.

4. Stability of the fundamental mode

In this section, results of numerical calculations of spectra of perturbations are reported and discussed for the fundamental (existing for all discharge currents) steady-state mode. In principle, for every stationary state belonging to this mode it is sufficient to find only the eigenvalue with the biggest real part; the state is stable if the latter is non-positive and unstable otherwise. However, it is useful to have information on all eigenvalues with positive real part for every stationary state. In particular, this information helps one to understand the results by means of analysing variation of the spectrum along the steady-state mode and comparing it with the usual pattern of perturbations of bistable nonlinear dissipative systems.

4.1. Numerical results

The dependence $U(\langle j \rangle)$ for the fundamental mode is shown in figure 1. Since the average current density $\langle j \rangle$ is proportional to the discharge current, this dependence may be called the current–voltage characteristic (CVC). Without going into details (see [17]), we note that the Townsend discharge and the subnormal discharge join through a Z-shape with turning points designated $a(3)$ and $a(2)$.

A large number of different perturbation modes have been found, some of them real and others complex. Complex perturbations exist in pairs with perturbations of each pair being complex conjugate and associated with eigenvalues which are complex conjugate as well, real perturbations are associated with real eigenvalues; a general property of linear eigenvalue problems with real coefficients. In order to distinguish between perturbation modes with the same $m$ (i.e. with the same angular dependence $\cos m \phi$) but with different dependences on $r$ and $z$, let us number such perturbation modes in the order of decrease of $\text{Re} \lambda$ and designate this number by $q$. In the case of a pair of complex conjugate perturbations, the one associated with an eigenvalue with, say, positive imaginary part is counted first. Thus, each mode of perturbations will be identified by the corresponding numbers $(m, q)$.

Switching of perturbations of different modes between decay and growth is illustrated by figures 1 and 2. At $\langle j \rangle \gtrsim 469 \text{ A m}^{-2}$, real parts of the eigenvalues of all perturbation modes are negative and the discharge is stable. As $\langle j \rangle$ decreases, real parts of the eigenvalues increase and eventually $\text{Re} \lambda$ of two complex conjugate perturbation modes with $m = 1$ becomes positive. This happens at $\langle j \rangle \approx 469 \text{ A m}^{-2}$; state $b_1^{(1)}$. Note that the latter state belongs to the rising section of the CVC, however, it is quite close to the point of minimum $\langle j \rangle \approx 466 \text{ A m}^{-2}$. As $\langle j \rangle$ decreases further, real parts of the eigenvalues of other perturbation modes turn positive. This happens in the order of increase of the value of $m$, hence the following perturbation modes to grow are two (complex conjugate) modes with $m = 2$ (at state $b_2^{(1)}$), then two modes with $m = 3$, two modes with $m = 4$, two modes with $m = 5$. After that, a real perturbation mode with $m = 6$ grows. Finally, a real perturbation mode with $m = 7$ grows (at state $b_7^{(1)}$). As $\langle j \rangle$ decreases further, real parts of the eigenvalues of all growing perturbation modes return to negative values. This happens in the order of decrease in $m$, hence the first perturbation mode to return to decaying is the real mode with $m = 7$ (at state $b_7^{(2)}$) and the last ones are two (complex conjugate) modes with $m = 2$ (at state $b_2^{(2)}$) and two modes with $m = 1$ (at $\langle j \rangle \approx 330 \text{ A m}^{-2}$; state $b_1^{(2)}$).

Some growing 3D perturbations are real and other are complex. In addition, growing perturbations can switch between real and complex. Let us consider, for example, switching of the growing perturbations with $m = 1$ shown
Two complex conjugate perturbations with $m = 1$ turn to growing at the state $b_1^{(1)}$. However, $|\text{Im} \lambda|$ rapidly decreases with increase in current and vanishes at $(j) \approx 466 \text{ A m}^{-2}$; a switching to two real perturbations occurs. The eigenvalue of one of these perturbations (the one with $q = 2$) rapidly decreases and at $(j)$ still very close to $466 \text{ A m}^{-2}$ it vanishes, i.e. the perturbation is decaying. There is only one growing real perturbation mode with $m = 1$ at $393 \text{ A m}^{-2} \lesssim (j) \lesssim 466 \text{ A m}^{-2}$. Another real perturbation (the one with $q = 2$) starts growing at $(j) \approx 393 \text{ A m}^{-2}$. The eigenvalue of the latter perturbation grows very fast and at $(j) \approx 392 \text{ A m}^{-2}$ becomes equal to the eigenvalue of the perturbation with $q = 1$. At smaller currents, the eigenvalues become complex conjugate; a switching from two real to two complex perturbations occurs. The latter perturbations start decaying at the state $b_1^{(2)}$.

As shown in figure 1, after having regained stability at state $b_1^{(2)}$ the discharge remains stable until state $b_1^{(3)}$ ($j \approx 182 \text{ A m}^{-2}$). Two (complex conjugate) modes with $m = 1$ start growing at the latter state; figure 2(b). A theoretically interesting question is whether these are the same perturbation modes that returned to decay at the state $b_1^{(2)}$, however this question is not easy to answer because there are other decaying modes with similar eigenvalues and distributions between $b_1^{(2)}$ and $b_1^{(3)}$. The perturbations turn real at $(j) \approx 172 \text{ A m}^{-2}$. One of these real perturbations returns to decaying at $(j) \approx 141 \text{ A m}^{-2}$ and the other at $(j) \approx 0.66 \text{ A m}^{-2}$ (state $b_1^{(4)}$).

However, the discharge does not return to stability at state $b_1^{(4)}$ since there are two growing complex perturbation modes with $m = 0$ at this state. These perturbations start growing at state $a^{(1)}$ ($(j) \approx 2.8 \text{ A m}^{-2}$), switch to being real at $(j) \approx 0.34 \text{ A m}^{-2}$, switch back to being complex at $(j) \approx 40 \text{ mA m}^{-2}$, and return to decay at state $a^{(4)}$ ($(j) \approx 36 \text{ mA m}^{-2}$); see figure 2(a).

One more perturbation mode, real perturbations with $m = 0$ and $q = 3$, turns to growing between turning points $a^{(2)}$ and $a^{(3)}$; figure 2(a).

For currents below $36 \text{ mA m}^{-2}$, the discharge remains stable.

In terms of bifurcations, one can say that Hopf bifurcations occur at states $b_m^{(1)}$ with $m = 1, \ldots, 5$, states $b_m^{(2)}$ with $m = 1, 2, 3$, and states $b_m^{(3)}$, $a^{(1)}$, and $a^{(4)}$. Bifurcations of steady-state modes occur at states $b_m^{(1)}$ with $m = 6, 7$, states
$b^{(2)}$ with $m = 4, 5, 6, 7$, and state $b^{(4)}$, a 3D steady-state mode branches off from, or joins, the (2D) fundamental mode at each of these states. In addition, stationary bifurcations occur at every state where a real 3D perturbation with $q > 1$ switches between decaying and growing. Strictly speaking, steady-state bifurcations occur also at the turning points $a^{(2)}$ and $a^{(4)}$; however, these bifurcations do not require stability calculations to be detected.

4.2. Discussion

As shown in figure 1, the fundamental mode is stable beyond the state $b^{(1)}$, $(j) \simeq 469$ A m$^{-2}$, in the abnormal regime; in the current range between states $b^{(3)}$ and $b^{(2)}$, 182 A m$^{-2} \lesssim (j) \lesssim 330$ A m$^{-2}$, in the normal regime; and before state $a^{(4)}$, $(j) \lesssim 36$ mA m$^{-2}$, in the Townsend regime.

The state $b^{(1)}$ is very close to the point of minimum of the CVC. In other words, the whole abnormal discharge except for a very narrow section remains stable. If current in the abnormal discharge is reduced to a value below 469 A m$^{-2}$, the loss of stability may occur in two ways, depending on whether the value of current after reduction is below, or above, 469 A m$^{-2}$. If the former is the case, a likely scenario is a monotonic transition to the first or a higher-order steady-state 3D mode. If the current density is reduced to a value within the range 466 A m$^{-2} \lesssim (j) \lesssim 469$ A m$^{-2}$, the loss of stability occurs through perturbations oscillating in time. Since the latter current range is very narrow (in fact, its width is close to the limit of accuracy of the computations), the first possibility is more likely, and indeed there seem to be no indications in the literature of oscillations in the course of transition from the abnormal discharge to the steady-state normal mode or to a steady-state mode with multiple spots. On the other hand, it is of interest to perform experiments on this transition with a fine current step in order to try to detect oscillations.

The conclusion that the axially symmetric normal mode is stable in a rather wide current range, from 182 to 330 A m$^{-2}$, is theoretically very interesting: while in most cases normal spots are attached to the edge of a (circular) cathode (e.g. the lower-right and adjacent images in figure 3 in [5]), the linear stability theory predicts that a stable normal mode with the spot at the centre can exist in microdischarges. It is of interest to check this prediction experimentally.

If current in the Townsend discharge is increased to a value exceeding 36 mA m$^{-2}$, the loss of stability may occur in two ways, depending on whether the current after the increase is below, or above, 40 mA m$^{-2}$. If the former is the case, the loss of stability is oscillatory. If the latter is the case, the perturbations grow monotonically in time. On the other hand, it is natural to expect that there are no stable steady-state solutions in the current range in question; note that the first 3D solution branches off at the state $b^{(3)}$, i.e. at considerably higher currents, and in any case an initial section of this solution is unstable (against oscillatory perturbations of the same mode that is growing at all states of the fundamental mode between $a^{(1)}$ and $a^{(4)}$, in particular, at the state $b^{(1)}$). Then the monotonic growth of perturbations which occurs on the linear stage in the case where the increased current exceeds 40 mA m$^{-2}$ will give way to oscillations on the nonlinear stage.

It is well known that oscillations develop under certain conditions in the course of transition from the stable Townsend discharge at low currents to the normal mode of glow discharge; e.g. [20–22, 42, 45–48] and references therein. Although a quantitative comparison requires further work (in particular, effect of the external circuit needs to be taken into account), we note that small oscillations are observed in the experiment for currents slightly exceeding the limit of stability of Townsend discharge and nonlinear oscillations are observed for higher currents [45], in agreement with the above-described results of the linear stability theory.

It is of interest to consider also the case where ions and electrons coming to the wall are reflected rather than absorbed and the second boundary condition in (9) is replaced by zero derivatives. In this case, the fundamental mode of the discharge becomes 1D: all the parameters vary only in the axial direction, i.e. $F = F(z)$. This is the 1D form of glow discharge, to which the classical von Engel and Steenbeck theory refers (e.g. [1]). The pattern of stability of this mode is the simplest and the easiest to understand. For this reason, stability of the 1D glow discharge has been investigated as well. Skipping for brevity details (see [49]), we only note the following.

The independent variables in the eigenvalue problem of section 2.3 can be separated in this case and the eigenvalue problem that needs to be solved numerically is 1D. The pattern of changes in stability of the 1D fundamental mode against 2D and 3D perturbations is the same as that of the 2D fundamental mode against 3D perturbations between states $b^{(1)}$ and $b^{(2)}$, seen in the inset in figure 1. In fact, this pattern is typical for bistable nonlinear dissipative systems. Also detected in the modelling was a change in stability of the 1D fundamental mode against 1D oscillatory perturbations, which is an analogue of the change in stability of the 2D fundamental mode against 2D oscillatory perturbations occurring at the state $a^{(1)}$ in figure 1.

Changes in stability occurring at states $a^{(2)}$, $a^{(3)}$, $a^{(4)}$, $b^{(3)}$, $b^{(1)}$ in figure 1 have no analogues in the case of 1D fundamental mode. The changes in stability occurring at $a^{(2)}$ and $a^{(5)}$ can be understood with the use of the general theory [19]: the theory predicts the existence of a mode of real perturbations which possess the same (axial) symmetry as the discharge itself and switch between decay and growth at every turning point. The return to decay of the 2D oscillatory perturbations occurring at the state $a^{(4)}$ corresponds to the experiment (a stable Townsend discharge can be observed if the current is low enough). Since this return does not occur in the modelling for reflecting wall, one can conclude that the instability against oscillatory perturbations of the same symmetry is suppressed at low currents by losses of charged particles due to their diffusion to the wall. The changes in stability against 3D perturbations with the azimuthal period of $2\pi$ occurring at states $b^{(3)}$ and $b^{(4)}$ are similar to those occurring at states $b^{(1)}$ and $b^{(2)}$. Although these changes could have hardly been expected in advance, their presence is not particularly surprising.
The pattern of changes in stability of the fundamental mode in the case of glow discharge, shown in figure 1, is significantly more complex than that in the case of arc cathodes [23, 24]: only switching of 3D perturbation modes from decay to growth in the vicinity of the point of minimum of the CVC, similar to that occurring between the states \( b_1^{(1)} \) and \( b_2^{(1)} \) in the inset in figure 1, exists in the case of arc cathodes. As mentioned above, this switching is typical for bistable nonlinear dissipative systems. Note that the perturbations do not return to decaying in the case of arc cathodes. However, if one takes into account that the near-cathode voltage in the arc discharge takes a finite value for low currents rather than infinitely high values as assumed in the theory [23, 24], then perturbations will return to decaying and this return will occur along exactly the same lines as that of perturbations of the fundamental mode of glow discharge between the states \( b_1^{(2)} \) and \( b_1^{(2)} \) in the inset in figure 1.

In order to compute multiple steady-state solutions describing different modes of stationary current transfer, one needs to have in advance an idea of what each solution looks like and in which current range it should be sought. For this reason, numerical calculation [17, 18] of each 2D or 3D steady-state mode branching from the 1D fundamental mode started in the vicinity of the corresponding bifurcation point. The employed procedure involved a numerical solution of the above-mentioned 1D eigenvalue problem for perturbations and was based on the following. If all perturbation modes with a given \( m \) are decaying at \( j = j_1 \) and there is one real perturbation mode with a positive eigenvalue at a close value \( j = j_2 \), then a steady-state bifurcation associated with this \( m \) occurs in the interval \([j_1, j_2]\). The latter is true also in cases where this perturbation mode switches from decay to growth through a Hopf bifurcation and becomes real after that. Therefore, one can start looking for a 3D steady-state solution with the azimuthal period of \( 2\pi/m \) (or for a 2D solution, if \( m = 0 \)) in this interval without investigating details of bifurcations.

5. Stability of axially symmetric non-fundamental modes

In addition to the fundamental mode stability studied above, two other axially symmetric steady-state modes exist under the conditions considered. CVCs of these modes are shown in figure 3. Without going into details (see [17]), we note that each mode exists in a limited current range and represents a loop, i.e. is constituted by two branches separated by turning points designated \( a^{(1)} \) and \( a^{(2)} \). One of the modes, designated the first mode, exists in a wider current range than the second one. There are no self-intersections of the CVCs, so one can designate the two branches of each mode a low-voltage branch and a high-voltage branch, although in reality the discharge voltages corresponding to the two branches are very close.

For each steady-state mode, a mode exists of real axially symmetric perturbations with the eigenvalue vanishing at each of the turning points \( a^{(1)} \) and \( a^{(2)} \); a result in agreement with the general theory [19]. For both non-fundamental steady-state modes these perturbations are growing on the low-voltage branch and are decaying on the high-voltage branch.

Switching of 3D perturbations with several values of \( m \) between decay and growth is shown in figure 4 for the first non-fundamental 2D steady-state mode. Growing perturbation modes, all of them real, have been detected for \( m \) up to 33. (More precisely, one growing perturbation mode was detected for each \( m = 4, 5, \ldots, 33 \). Two growing perturbation modes were detected for each \( m = 1, 2, 3 \); however, the window of growth of one of these modes is positioned inside the window of growth of the other, therefore the former mode is irrelevant and excluded from the following discussion.) Each one of these perturbation modes switches between decay and growth at two states. For most \( m \), one of these states (designated \( b_1^{(1)} \)) belongs to the low-voltage branch and the other (\( b_1^{(2)} \)) to the high-voltage branch. It was found that for every \( m \) of this group the perturbation mode in question is decaying on the section \( b_1^{(1)} \) to \( b_1^{(2)} \) and growing on \( b_1^{(1)} \) to \( b_1^{(2)} \). For others \( m \) (e.g. for \( m = 33 \) as seen in figure 4), both points belong to the high-voltage branch. It was found that for every \( m \) of this group the

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]

\[ j_m = \frac{\pi}{m} \]
perturbation mode in question is growing on the section of the high-voltage branch limited by the states $b_m^{(1)}$ and $b_m^{(2)}$ and is decaying at all other states. One can conclude that the first axially symmetric non-fundamental steady-state mode is stable on the high-voltage branch between states $b_1^{(2)}$ and $a_1^{(1)}$, as shown in figure 3(a). This is in contrast to what has been found for arc cathodes, where this mode is always unstable [24]. The current range corresponding to the section $b_1^{(2)}a_1^{(1)}$ is relatively wide, 238 A m$^{-2}$ $\lesssim \langle j \rangle \lesssim$ 366 A m$^{-2}$. Therefore, a pattern with an interior ring spot, which is associated with this mode [17], in principle can be observed in the experiment.

In the case of the second axially symmetric non-fundamental steady-state mode, there is, in addition to the above-described 2D perturbations with the eigenvalue vanishing at the turning points, another mode of growing 2D perturbations, and these perturbations, which are real as well, grow at all states. In addition, there are several modes of real 3D perturbations that grow at all states. The conclusion is that the second axially symmetric non-fundamental steady-state mode, which is associated with a pattern with a spot at the centre and an interior ring spot [17], is always unstable.

6. Summary and concluding remarks

Main features of stability of different axially symmetric modes of current transfer in dc glow discharges were investigated in the framework of the linear stability theory with the use of Comsol Multiphysics software, considering as an example conditions of microdischarges in xenon. Both real and complex eigenvalues have been detected, meaning that perturbations can vary with time both monotonically and with oscillations. The fundamental mode of axially symmetric glow discharge is stable when it operates in the abnormal regime. There is a rather wide window of stability of the axially symmetric normal discharge, which is characterized by a normal spot at the centre of the cathode. The subnormal discharge is unstable under the considered conditions. The Townsend discharge is stable at low currents.

Loss of stability of the abnormal discharge in the vicinity of the point of minimum of the CVC and loss of stability of the Townsend discharge with increasing current develop in a general case in different ways: monotonically in time and with oscillations, respectively. This conforms to the well-known experimental facts that the transition from the abnormal discharge to the normal discharge or to a discharge with a multiple-spot pattern occurs without oscillations of the luminosity of the cathode or of the discharge voltage, while the transition from the stable Townsend discharge to the normal glow discharge can be accompanied by oscillations. On the other hand, the linear stability theory predicts that oscillations under conditions of microdischarges can occur also in the transition from the abnormal discharge to the normal discharge or to a discharge with a spot pattern, however in a very narrow current range. It is of interest to study these transitions experimentally with a fine current step in order to try to detect the oscillations.

Calculations of stability of the two axially symmetric non-fundamental steady-state modes which exist under the considered conditions in addition to the fundamental mode revealed that there is a relatively wide stability window on the first mode, while the second mode is unstable.

It is sometimes assumed, by analogy with nonlinear electric circuits with inductance, that a gas discharge with a negative differential resistance is stable provided that the ballast is high enough and the total differential resistance of the system is positive. A discussion of this conjecture in the context of stability of current transfer to high-pressure arc cathodes and of glow discharges is given in [49].

The question of existence of stable steady-state axially symmetric self-organized patterns in circular domains is of considerable theoretical interest; see, e.g., discussion in [50]. As far as gas discharges are concerned, axially symmetric self-organized patterns have been observed, in particular, on anodes of glow discharge [51, 52] and in dielectric barrier discharge [50]. It seems that such patterns have been observed also on cathodes of microdischarges in Xe; the upper-left image in figure 3 of [5] and the middle image in figure 4 of [9]. Since, according to the above, axially symmetric self-organized steady-state patterns on cathodes of microdischarges in Xe may be also theoretically stable, it would be very interesting to address this question by means of special experiments.

In general, results given by the linear stability theory confirm intuitive concepts developed in the literature and conform to the experiment. On the other hand, the theory provides suggestions for further experiments. Modelling of this work has been performed with account of the simplest mechanisms of glow discharges, which are charge separation, ionization, recombination, drift and diffusion of charged particles, and with electron transport and kinetic coefficients evaluated in the local approximation. This is in part justified by successful application of this approach to modelling of self-organization in DBDs [28–31] and dc glow discharges [17, 18] and of formation and propagation of filamentary plasma arrays in high-power microwave breakdown at atmospheric pressure [32, 33], and also by the fact that an account of a more realistic chemistry and non-locality of electron coefficients does not affect steady-state solutions qualitatively [34]. Nevertheless, it is desirable to
take a more realistic chemistry and non-locality of electron coefficients into account also in the investigation of stability. Another possible direction of future work is investigation of stability of 3D steady-state modes with multiple spots, observed in the experiments [5–9].
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